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The quantification of model uncertainty becomes increasingly important as robust control is an important tool for control system design and analysis. This paper presents an algorithm to characterize the model uncertainty in terms of parametric and nonparametric uncertainties directly from input/output data. We focus on the quantification of parametric uncertainty, which is represented as an interval system of the transfer function. Using this family of transfer functions (interval system), we give complete analysis of the system. A numerical example is used to demonstrate and verify the developed algorithm. The example illustrates the application of recently developed interval system techniques to the identified interval models.

Nomenclature

\[ \begin{align*}
A, B, C, D & = \text{matrices of state-space model} \\
a, b & = \text{parameters of model structure 1} \\
G & = \text{interval model} \\
g & = \text{transfer function} \\
g_e & = \text{estimated spectral error of nominal model} \\
g_i & = \text{estimated spectrum} \\
N & = \text{number of time-domain data} \\
N_p & = \text{number of frequency points chosen for parametric uncertainty} \\
N_e & = \text{number of data for each spectrum} \\
\rho_p & = \text{parameter vector of transfer function} \\
\rho_s & = \text{number of frequency ranges chosen for parametric uncertainty} \\
q, r & = \text{polynomials of model structure 2} \\
q_0, r_0 & = \text{denominator and numerator of nominal model} \\
S, U, V & = \text{matrices of singular-value decomposition} \\
T & = \text{discrete-time interval} \\
u & = \text{input data} \\
w & = \text{frequency range chosen for parametric uncertainty} \\
Y & = \text{output of interval model with nonparametric error bound} \\
y & = \text{output data} \\
y_e, y_e & = \text{output and output error of identified model} \\
\alpha, \beta & = \text{parameters of model structures 1 and 2} \\
\Delta & = \text{error operator} \\
\Delta \alpha, \Delta \epsilon & = \text{denominator and numerator parameter error matrices} \\
\Delta d, \Delta n & = \text{denominator and numerator parameter error vectors} \\
\Delta G & = \text{error bound transfer function for nonparametric uncertainty} \\
\Delta g & = \text{spectral error due to model error} \\
\Delta g^\perp & = \text{orthogonal error of spectral error} \\
\Delta p_1, \Delta p_2 & = \text{orthogonal error of spectral error} \\
\Delta P & = \text{parameter error matrix} \\
\mu, \nu & = \text{coefficients of sensitivity vectors} \\
\omega & = \text{frequency}
\end{align*} \]

Superscripts

\[ \begin{align*}
f & = \text{discrete Fourier transform} \\
0 & = \text{nominal model} \\
- & = \text{lower and upper bounds}
\end{align*} \]

Introduction

For the last decade, the problem of quantifying model uncertainty has received a special attention by many researchers in both robust control and system identification communities. In recent years, several different approaches have been developed to deal with this problem. Among them, the \( H_\infty \) approach is the most popular, and its objective is to obtain a nominal model and its corresponding \( H_\infty \) error bound.

In general, a large flexible structure has hundreds of modes. The model used for a control design is usually chosen to be linear and includes only few low-frequency modes of interest. For flexible structures with low damping, the frequency spectrum describing the model error has peaks close to the natural frequencies of the identified modes. Due to these peaks, it may be necessary to find an \( H_\infty \) error transfer function with large magnitude in the ranges of low frequencies to bound them. Clearly the choice of error transfer function with large \( H_\infty \) magnitude results in an \( H_\infty \) control design with poor performance satisfying the required robustness condition.

In this paper, we attempt to overcome this drawback by introducing both parametric and nonparametric (i.e., \( H_\infty \)) uncertainties. The parametric uncertainty is used to cover the model error spectrum around the natural frequencies of the identified modes. The parametric uncertainty is determined by quantifying the parameter error of the identified parameters. The error due to the unmodeled high-frequency modes and measurement noise is considered as nonparametric uncertainty. A transfer function is designed to bound the nonparametric uncertainty. Some justification of combining parametric and nonparametric uncertainties are as follows:

1) It is natural to consider the parametric error of the identified modes as parametric uncertainty rather than nonparametric uncertainty.

2) It is intuitively logical to cover the unmodeled high-frequency modes by using nonparametric uncertainty instead of parametric uncertainty. Otherwise, significantly large parametric uncertainty is needed to cover the unmodeled high-frequency modes.

3) The measurement noise represents infinite modes uniformly distributed in the frequency domain. If the spectrum of measurement noise is not negligible, it is unrealistic to use the parametric uncertainty of finite identified modes to cover the measurement noise.

In this paper, we use the framework of interval systems to represent parametric uncertainty. The interval system is the system whose
transfer function coefficients are functions of bounded parameters. In particular, if coefficients are linear combinations of bounded parameters, we call this linear interval systems. Since the celebrated theorem of Kharitonov and its extension: many important properties of interval systems become well known. The advantage of using such an interval transfer function model is that it provides us complete analysis of the entire family of systems belonging to the interval model. It includes the frequency-domain behavior as well as regions in which the roots of the family lie. In this paper, the Mini-Mast’ is used to illustrate the algorithm based on the important properties of interval systems reported in Refs. 7–9.

Model Structures
Let us consider a set of finite measured sample data

$$\{y(k), u(k): k = 1, \ldots, N\}$$

(1)

where $y(k)$ and $u(k)$ represent discrete points of input and output data of a system, respectively. Clearly, there is no single linear time-invariant system whose transfer function represents exactly the relationship between $u(k)$ and $y(k)$ due to a variety of uncertainties such as nonlinearity, noise, etc. Thus, our aim is to construct a class of linear time-invariant systems that contains the complete behavior of the system observed by $u(k)$ and $y(k)$. This task may be accomplished by determining a reasonably parametrized interval model $G(z, p)$ and its corresponding error bound transfer function $\Delta G$ so that the output $y(k)$ belongs to the class of output $Y(k)$. We depict this relation in Fig. 1.

The most common structure of interval transfer functions used in parametric robust control is described as follows:

Model structure 1:

$$G(z, p) = \begin{bmatrix} r_0(z) + \sum_{i=1}^{m} a_i z^i & b_0 + \sum_{i=1}^{m} a_i z^i \\ q_0(z) + \sum_{i=1}^{m-1} b_i z^i \end{bmatrix}$$

$$\beta_i \in [\beta_i^-, \beta_i^+]$$

(2)

where the parameter vector is defined as

$$p = [\beta_{m-1}^-, \ldots, \beta_0^-, \ldots, \beta_0^+]^T$$

(3)

where the $m$th-order polynomial $r_0(z)$ and the monic polynomial $q_0(z)$ are the numerator and denominator of the nominal model, respectively. The variables $a_i$ and $\beta_i$ represent the parametric uncertainty. This structure has been used to model the parametric uncertainty for continuous systems.**

Another model structure introduced in this paper is described as follows:

Model structure 2:

$$G(z, p) = \begin{bmatrix} r_0(z) + \sum_{i=1}^{m+1} a_i r_i(z) & b_0 + \sum_{i=1}^{m+1} a_i r_i(z) \\ q_0(z) + \sum_{i=1}^{m} \beta_i q_i(z) \end{bmatrix}$$

$$\beta_i \in [\beta_i^-, \beta_i^+]$$

(4)

where the parameter vector of the nominal model is specified as

$$p = [\beta_{m-1}^-, \ldots, \beta_0^-, \ldots, \beta_0^+]^T$$

Identified Nominal Model
The observer/Kalman filter identification (OKID) algorithm is an effective state identification tool that produces a discrete state-space model from the given input and output testing data. In this paper, the OKID is used to identify a nominal transfer function denoted by

$$g(z, p^0) = C^0(z I - A^0)^{-1} B^0 + D^0$$

(5)

where $A^0$, $B^0$, $C^0$, and $D^0$ are OKID-identified system matrices and the parameter vector of the nominal model is specified as

$$p^0 = [d_{m-1}^0, \ldots, d_0^0, n_0^0, \ldots, n_0^0]^T$$

(6)

Model Error Estimation
The output error of the identified model is defined as

$$y_e(k) := y(k) - \hat{y}(k)$$

(7)

where $\hat{y}(k)$ denotes the output signal generated by driving the OKID-identified model $g(z, p^0)$ with the input $u(k)$, $k = 1, \ldots, N$. The model error in the frequency domain is estimated as the ratio of the DFT (discrete Fourier transforms) of the output error $y_e$ and the input $u$.

$$g_e(z) := \frac{\hat{y}_e(z)}{u^f(z)}$$

(8)

$$y_e^f(z) := \text{DFT}(y_e)$$

(9)

In this paper, it is assumed that the estimated model error $g_e(z)$ is treated as the true model error of the identified nominal model for the given input and output data. Therefore, the spectrum

$$\hat{g}(z) = g(z, p^0) + g_e(z)$$

(10)

represents the overall frequency-domain data estimated from the time-domain input and output data. Notation like $\hat{g}(z)$ that consists of only one variable $z$ represents the spectrum generated from data. Now the estimated model error $g_e(z)$ is separated into parametric and nonparametric uncertainties, which we discuss in the following sections.
Parametric Uncertainty Estimation

For parametric uncertainty, first we choose a set of reasonable ranges of frequencies in that the peak errors of \( g(z) \) occur around the natural frequencies of the identified modes. Let these ranges of frequencies be

\[
\mathbf{w}_i := [\mathbf{w}_i^-, \mathbf{w}_i^+] = \left[ w_i^- = [w_i^-, \ldots, w_i^n], \mathbf{w}_i^+ = [w_i^+, \ldots, w_i^n] \right], \quad i = 1, 2, \ldots, p_n \tag{11}
\]

where \( p_n \) denotes the number of error peaks and \( \mathbf{w}_i^- \) and \( \mathbf{w}_i^+ \) are the lower and upper limits of the \( i \)th frequency range \( \mathbf{w}_i \), respectively. Let \( N_p \) denote the total number of frequency points that belong to the frequency intervals \( \mathbf{w}_i \) for \( i = 1, 2, \ldots, p_n \).

We obtain the nominal model \( g(z, \mathbf{p'}) \), the estimated model error \( \hat{g}_e(z) \), and the chosen frequency points \( \omega_{0\gamma} \) where \( \gamma \) is the index of the frequency point in Eq. (11). Then let \( \mathbf{p'}_i (\gamma = 1, 2, \ldots, N_\gamma) \) denote the index of \( \gamma \) corresponding to the chosen frequency \( \omega_{0\gamma} \). The next step is to estimate the parameter error due to the error \( \hat{g}_e(z_{\gamma\gamma}) \) at each frequency \( \omega_{0\gamma} \). The algorithm presented here estimates the parameter error by using the sensitivity criterion described below. To compute the sensitivity due to the error \( \hat{g}_e \) at the frequency \( \omega_{0\gamma} \), we use the least-squares technique to obtain the identified model for the following spectrum:

\[
\hat{g}^e(z_{\gamma\gamma}) = \begin{cases} 
\hat{g}(z_{k\gamma}, \mathbf{p'}) , & \text{if } k = 1, 2, \ldots, i_{\gamma} - 1, i_{\gamma} + 1, \ldots, N_i, \\
\hat{g}(z_{\gamma\gamma}), & \text{if } k = i_{\gamma}
\end{cases}
\tag{12}
\]

where \( N_i \) is the number of spectral data. This frequency spectrum is identical to the spectrum \( g(z, \mathbf{p'}) \) of the identified nominal model except at the \( i_{\gamma} \)th frequency point. The \( i_{\gamma} \)th frequency point is replaced by the spectrum \( g(z_{\gamma\gamma}) \) at the same frequency. As a result, we have \( N_p \) identified parameter vectors \( \mathbf{p}'_i \) corresponding to \( N_p \) spectra, i.e.,

\[
\{ \hat{g}^e(z_{\gamma\gamma}) \}, \quad k = 1, 2, \ldots, N_i, \quad \gamma = 1, 2, \ldots, N_p
\]

The parameter error of the \( y \)th realized transfer function is

\[
\Delta \mathbf{p}'_\gamma := \mathbf{p}'_\gamma - \mathbf{p}
\tag{13}
\]

and it is the parameter sensitivity due to the error \( \hat{g}_e \) at \( z_{\gamma\gamma} \). This sensitivity \( \Delta \mathbf{p}'_\gamma \) gives the weighting of the parameter error due to the error \( \hat{g}_e(z_{\gamma\gamma}) \) at \( z_{\gamma\gamma} \).

Let the error at \( z_{\gamma\gamma} \) due to the parameter error \( \Delta \mathbf{p}'_\gamma \) be represented as

\[
\Delta g^e = g(z_{\gamma\gamma}, \mathbf{p'}) + \Delta \mathbf{p}'_\gamma - g(z_{\gamma\gamma}, \mathbf{p}) \tag{14}
\]

where

\[
g(z, \mathbf{p}) = \sum_{n=0}^{n_0} \sum_{m=0}^{m_0} a_{nm} z^n \cdot z^{-m} + \left( d_{m\gamma} \right) z^{-m} + \left( d_{0\gamma} \right)
\tag{15}
\]

and

\[
\mathbf{p} = [d_{m\gamma}, \ldots, d_{0\gamma}, n_{m\gamma}, \ldots, n_{0\gamma}]^T
\tag{16}
\]

It is important to note that the error \( \hat{g}_e(z_{\gamma\gamma}) \) defined in Eq. (9) may not be exactly in the direction of \( \Delta g^e \). This means that changing the parameter from \( \mathbf{p} \) to \( \Delta \mathbf{p}'_\gamma \) may not exactly capture the two-dimensional complex number \( g(z_{\gamma\gamma}) \) at \( z_{\gamma\gamma} \). To exactly capture the model error, we introduce another parameter vector that represents the parameter sensitivity due to the orthogonal error of \( \Delta g^e \).

Figure 2 shows the relationship between \( g(z_{\gamma\gamma}), \Delta g^e, \) and \( \Delta g^{(e^-)^T} \). In Fig. 2, \( \Delta g^{(e^-)^T} \) is the projection of \( g(z_{\gamma\gamma}) \) in the direction of \( \Delta g^e \). In general, the difference between \( \Delta g^{(e^-)^T} \) and \( g(z_{\gamma\gamma}) \) is negligible. The magnitude of \( g(z_{\gamma\gamma}) \) is at least \( 10^4 \) times larger than the magnitude of \( \Delta g^{(e^-)^T} \).

In order to obtain the parameter sensitivity with respect to the orthogonal error, we replace \( g(z_{\gamma\gamma}) \) in Eq. (10) by \( \Delta g^{(e^-)^T} \) and proceed to another realization procedure. From these realized model parameters, we obtain the parameter sensitivity due to the orthogonal error \( \Delta g^{(e^-)^T} \). This sensitivity is symbolized as \( \Delta \mathbf{p}'^{(e^-)} \). The two sensitivities \( \Delta \mathbf{p}'_\gamma \) and \( \Delta \mathbf{p}'^{(e^-)} \) are used to generate the equation for the parameter error estimation as

\[
\sum_{j=0}^{n-1} \left[ g(z_{\gamma\gamma}, \mathbf{p}_j) + g(z_{\gamma\gamma}, \mathbf{p}_j + v^j \Delta d_j + v^j \Delta d_j^*) \right] z_{\gamma\gamma}^j
\tag{17}
\]

where \( \Delta d_j \) and \( \Delta d_j^* \) are the elements of \( \Delta \mathbf{p}'_\gamma \) and \( \Delta \mathbf{p}'^{(e^-)} \), respectively. This equation can be separated into real and imaginary parts to produce two linear equations with two unknowns, \( \mu \) and \( v \). A unique solution \( \mu^* + v^2 \) can be obtained to satisfy these two linear equations. The parameter error can then be computed as

\[
\Delta \mathbf{p}'_\gamma = \mu^* \Delta \mathbf{p}'_\gamma + v^* \Delta \mathbf{p}'^{(e^-)}
\tag{18}
\]

This parameter error vector is the solution of Eq. (17) and exactly fits the model error \( g(z_{\gamma\gamma}) \) at \( z_{\gamma\gamma} \). The normalized parameter error vector is expressed as

\[
\mathbf{p}' = \mathbf{p} + \Delta \mathbf{p}'
\tag{19}
\]

The procedure is repeated for all \( \gamma = 1, 2, \ldots, N_p \). As a result, we have \( N_p \) parameter error vectors \( \Delta \mathbf{p}'_\gamma, \gamma = 1, 2, \ldots, N_p \), where

\[
\Delta \mathbf{p}' = \left[ \Delta d_{m-1}, \ldots, \Delta d_0, \Delta n_{m-1}, \ldots, \Delta n_0 \right]^T
\tag{20}
\]

Let the upper and lower bounds of the parameter uncertainty for model structure 1 be selected as

\[
\alpha_\gamma^- := \min \left\{ \Delta n_{0\gamma}, \ldots, \Delta n_{N_p\gamma}, 0 \right\}
\tag{21}
\]

for \( j = 0, \ldots, m, k = 0, \ldots, m - 1, \) and \( \beta_\gamma^- := \max \left\{ \Delta d_{m\gamma}, \ldots, \Delta d_{k\gamma}, 0 \right\} \). Now consider the model structure 2 in Eq. (4). Constructing an interval transfer function based on the model structure 2 is accomplished by selecting parameter intervals for \( q_k \) and \( \beta_k \) and determining polynomials \( r(z) \) and \( q(z) \) for all \( k \). First form a matrix from all \( \Delta \mathbf{p}' \) for \( i = 1, 2, \ldots, N_p 
\]

\[
\Delta \mathbf{p} := \left[ \Delta \mathbf{p}'_1, \Delta \mathbf{p}'_2, \ldots, \Delta \mathbf{p}'_{m-1} \right]^T
\tag{23}
\]
The vector $\Delta d_i$ is the denominator part of $A_p$ and let

$$\Delta d := \left[ \Delta d_1 | \Delta d_2 | \cdots | \Delta d_{N_p} \right]$$

which is an $m \times N_p$ matrix. Similarly, $A, B, C,$ and $D$ can also be defined. Using the SVD to factorize the matrix $\Delta d$ yields

$$\Delta d = U S V^T,$$

where $U$ and $V$ are orthonormal matrices and $S$ is a rectangular singular-value matrix. The corresponding coordinate vector of the error $\Delta d_i$ relative to the basis $[U_1, U_2, \ldots, U_m]$ becomes

$$\Delta q_i = U^T \Delta d_i, \quad i = 1, \ldots, N_p$$

The polynomials $q_i(z)$ of the model structure 2 are now composed of the basis vectors of $U_i$,

$$q_i(z) = \sum_{j=1}^{m} \hat{U}_i(j) z^{m-j}$$

where $\hat{U}_i(j)$ is the $j$th element of $U_i$. Finally, we determine the bounds for the corresponding polynomial $q_i(z)$ as

$$\beta_i^+ = \max \{ \Delta q_1(j), \ldots, \Delta q_{N_p}(j), 0 \},$$

$$\beta_i^- = \min \{ \Delta q_1(j), \ldots, \Delta q_{N_p}(j), 0 \}$$

for $j = 1, \ldots, m$. Similarly, the SVD is also applied to $A_s$, to produce $p_i(z), q_i^{\tau}$, and $\Delta q_i^{\tau}$. The discrete-interval model for the model structure 2 is thus established.

For each identified model $p_i$, one obtains a partial-fraction expansion model as shown in Eq. (5). To derive the model structure 3, the interval of each parameter is chosen as the range between the minimum and maximum of the corresponding realized parameters.

Nonparametric Uncertainty

In the $H_\infty$ robust control design, the model error is treated as the nonparametric error and it is used to design an additive uncertainty weighting transfer function. The model error $g_i$ for the frequency points outside the ranges defined in Eq. (11) is considered resulting from nonparametric uncertainty. The problem is to find an error transfer function to bound this part model error, and it is beyond the scope of this paper.

Transfer to Continuous Model

For each identified discrete model described by $p_i^\tau$, we can use the bilinear transformation

$$z = \frac{1 + (T/2)s}{1 - (T/2)s}$$

(29)

to obtain the corresponding continuous model described by $p_i^\tau$. Then the $\gamma$th continuous-model parameter error can be computed as

$$\Delta p_i^\tau = p_i^\tau - p_i^0$$

(30)

where $p_i^0$ describes the continuous nominal model. Using the previous procedure, one can generate the continuous interval models from $\Delta p_i^\tau$.

Numerical Example

We choose a finite element model of the Mini-Mast structure to illustrate the algorithm developed in this paper. The Mini-Mast as shown in Fig. 3 was a 20.16-m-long deployable truss in the Structural Dynamics Research Laboratory at NASA Langley Research Center. It was used as a ground test article for research in the areas of structural analysis, system identification, and control of large space structures. For simplicity, the system model used in this example consists only of the first three low-frequency modes in one direction: two bending modes and one torsional mode with eigenvalues $-0.09059 \pm j5.0318, -0.38681 \pm j38.682$, and $-0.3291 \pm j27.420$, respectively. In addition, only a single input and a single output as shown in Fig. 3 are considered. In this paper, the measurement used for identification is the random input response of the following state-space model:

$$x(k + 1) = Ax(k) + Bu(k) + w(k)$$

$$y(k) = Cx(k) + Du(k) + v(k)$$

(31)

where $[A B C D]$ is the simplified system model including only three modes as described above. Unless otherwise stated, the simplified system model is referred to as the “actual” model. The variables $x, y$, and $u$ are state vector, output, and input, respectively. The variable $w$ is the model error (process noise), which in real cases includes nonlinearity, disturbance, etc. The variable $v$ is the measurement noise. The matrices $A, B, C,$ and $D$ and the characteristics of $w$ and $v$ can be found in Ref. 17. The first 2000 random input response data with sampling rate at 50 Hz are used for identification.

Model Error Estimation

In this section, we show the numerical model error estimation, i.e., Eq. (9). Assume that the actual model described by the parameter $p$ is the true system model. A nominal model parameter $p^0$ is chosen with the “true” model error computed as the difference between the spectra of $p$ and $p^0$. The output error is computed as the difference between the outputs obtained by driving the actual model and the nominal model with the same random input. The estimated model error $g = \Delta g$ is computed as the ratio of the DFTs of the output error and the input. Figure 4 shows the magnitude plots of the actual model, the true model error, and the estimated model error. The estimated model error (dotted line) well represents the true model error (dashed line) in the frequency domain. Especially, the estimated error is coincident with the true error around the three peaks, which are the frequency ranges chosen for quantification of parametric uncertainty. Note that the true model error is not available in practice.
measurement is random input response of the actual model with process and measurement noises. The uncertainty estimation is discussed in this section. First recall that the Parametric Uncertainty Estimation process noise. The error from measurement noise has spectrum uniformly distributed throughout the frequency range. The error in the differences of the three identified modes is mainly contributed from the process noise, and the error around the natural frequencies of the noise-free model, the DFT of the output error contributed from the measurement noise. The difference between the actual model $g$ and the identified model $g_i$ is chosen as a constant $p_0$. In practice, the actual model cannot be identified from noisy input/output data. Here it is only used as reference. The magnitude of the estimated model error $g_i$ is around 10 times larger than the magnitude of the model difference in the frequency ranges around the three natural frequencies. The model error $g_i$ has peaks close to the three natural frequencies. As discussed earlier, we have chosen the flat error in the high-frequency range and the valley parts of the identified transfer function as the nonparametric error. The error transfer function, which is used to bound the nonparametric error, is chosen as a constant $\Delta G(z) = 5 \times 10^{-8}$.

This error transfer function $\Delta G(z)$ bounds the model error in the following portions: 1) frequency lower than 0.5 Hz, 2) valley portions of identified model, and 3) frequency higher than 7 Hz. The corresponding continuous error transfer function $AG(z)$ obtained by using the bilinear transformation is identical to $\Delta G(z)$.

The parametric error is determined to cover the error in frequencies around the three natural frequencies and where the magnitude of $g_i$ is larger than $5 \times 10^{-8}$. There are 35 frequency points ($N_p = 35$) chosen for the parametric uncertainty estimation with the order of the transfer function numerator being 3. Table 1 shows the results of the discrete-interval model of model structure.

From Table 1, the following observations are noted:
1) The actual model and the identified model both belong to the interval model.
2) The length of each interval, $p^{+}(i) - p^{-}(i)$, is about one order larger than the corresponding model difference, $|p(i) - p^0(i)|$. This is consistent with the results in Fig. 6.

In this Mini-Mast example, six transfer function denominator coefficients are considered as parameters and the dimension of the error vector $Ad$, is 6. Actually, the error vector $Ad$, may be dominated by

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Discrete model structure 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_i$</td>
<td>$p^0$</td>
</tr>
<tr>
<td>$z^5$</td>
<td>$3.6867 \times 10^{-8}$</td>
</tr>
<tr>
<td>$z^4$</td>
<td>$-1.0500 \times 10^{-7}$</td>
</tr>
<tr>
<td>$z^3$</td>
<td>$6.5855 \times 10^{-8}$</td>
</tr>
<tr>
<td>$z^2$</td>
<td>$6.4656 \times 10^{-8}$</td>
</tr>
<tr>
<td>$z^1$</td>
<td>$-1.0328 \times 10^{-7}$</td>
</tr>
<tr>
<td>$z^0$</td>
<td>$3.6166 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Singular-value comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVD no.</td>
<td>SVD($\Delta_d$)</td>
</tr>
<tr>
<td>1</td>
<td>$4.2333 \times 10^{-2}$</td>
</tr>
<tr>
<td>2</td>
<td>$3.5643 \times 10^{-3}$</td>
</tr>
<tr>
<td>3</td>
<td>$4.2179 \times 10^{-4}$</td>
</tr>
<tr>
<td>4</td>
<td>$7.9549 \times 10^{-5}$</td>
</tr>
<tr>
<td>5</td>
<td>$1.0260 \times 10^{-5}$</td>
</tr>
<tr>
<td>6</td>
<td>$1.1721 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Fig. 6 Identified model and model error.

Fig. 5 Error from process and measurement noise.
a lower order dimension. To discuss this phenomenon, we compare the singular values $\Delta q_i$ and the interval lengths in the denominator part. Table 2 shows the singular values and the interval lengths listed in descending order. From Table 2, the ratio between the largest interval length and the smallest interval length is less than 10. The singular values of $\Delta q_i$ drop dramatically and the largest singular value of $\Delta q_i$ is about five orders larger than the smallest singular value of $\Delta q_i$. Actually, the denominator parameter error is dominated by the error in the directions of the first three singular vectors of $\Delta q_i$. The model uncertainty in the directions of the last three singular vectors is negligible. Based on the above analysis, using model structure 1 to represent the parametric uncertainty seems to be conservative. To improve this parametric uncertainty estimation, model structure 2 is generated by using the SVD technique discussed earlier. Table 3 shows the results of model structure 2.

In Table 3, $\Delta q_i^0$ and $\Delta r_i^0$ represent the corresponding parameters of the true model difference $\Delta p^0 = p - p_i^0$. The parameters $\Delta q_i^0$ and $\Delta r_i^0$ are always inside the corresponding intervals. It means that the actual model belongs to the interval model. The results for the continuous interval models for both model structures can be found in Ref. 17. Here we apply the edge theorem to find the magnitude envelopes of the discrete-interval model based on the model structure 2. Figure 7 shows the magnitude envelopes and the magnitude of the estimated spectrum. The solid line in Fig. 7 is the sum of the maximum magnitude of the interval model and $|\Delta G_i|$. The dashed line is the difference between the minimum magnitude of the interval model and $|\Delta G_i|$. The dotted line is the magnitude of $G_i$. Figure 7 clearly shows that the envelopes precisely bound the magnitude of $G_i$. We also apply the edge theorem to obtain the boundary of the poles of the discrete-interval model. These results are shown in Fig. 8. In these figures, the star represents the eigenvalues of the identified models $p^0$ and the dot represents the boundaries of the eigenvalues of the interval model. Each eigenvalue boundary of the interval model precisely covers the corresponding eigenvalues of the identified models. The results for the boundaries of the eigenvalues of the continuous interval model for model structure 2 can be found in Ref. 17.

Model structure 3 can be generated by using the ranges of coefficients of the partial fractions of the transfer functions for all identified models $p^0(p_i^0)$. This kind of continuous interval model represents the ranges of dampings and natural frequencies of the
identified modes.\textsuperscript{17} It gives a physical representation of the parametric uncertainty.

Concluding Remarks

This paper presents an algorithm to quantify the model error in the frequency domain in terms of parametric and nonparametric uncertainties. Unlike the $H_\infty$ approach, the model error around the natural frequencies of the identified modes is considered as the parametric uncertainty.

Three different model structures are discussed in this paper to represent the parametric uncertainty. The interval model based on model structure 1 is represented as the intervals of the transfer function coefficients and it is a straightforward one. The computational effort of applying a frequency-domain tool to this type of interval model is minimum. The interval model based on model structure 2 is developed to reduce the conservativeness of the interval model from parameter errors in a much less conservative way. The interval model based on model structure 3 represents the interval system of physical parameters. Future studies are to experimentally verify the algorithm developed in this paper and to extend it to multi-input and multi-output systems. Another possible study is to apply the algorithm to quantify the $\mu$ structural uncertainty for the $H_\infty$ control design.

Acknowledgments

This research is supported in part by NASA Grant NAG 5-2109 and National Science Foundation Grant HRD-9252932. These supports are gratefully acknowledged.

References


